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Systems biology will fully develop its potential when researchers are able to make use of all the available
data. To fulfill this goal it is needed to overcome two major challenges: (i) how to store and make data
and knowledge accessible; and (ii) how to integrate and analyze data from different sources and of different
types. Hence, this chapter is divided into two sections. The first section describes public storage resources
such as experimental data repositories, ontologies and knowledge databases; however we will not discuss
the (relevant topic of) requirements for a data-warehouse capable of managing several databases in an inter-
operable manner (Kimball and Ross 2002). The second section reviews available tools and algorithms that
are useful for integrating different types of data sets. However, since a comprehensive enumeration is beyond
the scope of this chapter, we present some representative examples.

In this chapter we list integrative tools using open source codes and public repositories and databases (see
Table 4.1). The relevant R packages (Ihaka and Gentleman 1996) are highlighted in bold (see Table 4.2).

4.1 Storing knowledge: Experimental data, knowledge databases, ontologies
and annotation

Quantitative measurements of biological entities are data; organized data (e.g. by relational connections)
becomes Information, and we gain Knowledge by the appropriate collection and analysis of Information.
Biological research needs to find ways to store efficiently Data, Information and Knowledge. The term efficient
denotes ‘ways to allow integration among the different data types’.
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Experimental data are stored in data repositories. Information is stored in Information Resources such as
Knowledge Databases and Ontologies. This section will describe each one of those terms, key examples of
each one and the process of annotation (that acts as the bridge between experimental data and Information).

In this section we use protein p53 to provide relevant examples. p53 is a tumor repressor and a nuclear
transcription factor that accumulates in response to cellular stress, including DNA damage and oncogene ac-
tivation; therefore it guards the genome stability and normal cell growth. It was discovered in 1979 and it was
then considered an oncogene (DeLeo et al. 1979; Lane and Crawford 1979; Linzer and Levine 1979), but it did
not get the real attention of the research community until several years later when it was classified as a tumor
suppressor that is mutated in most cancer cells (Jay et al. 1981; Mowat et al. 1985; Baker et al. 1989). The
importance of this protein is highlighted by the 54 530 entries in PubMed (http://www.ncbi.nlm.
nih.gov/pubmed, searching for ‘p53’, August 2010) where 6857 entries are reviews.

4.1.1 Data repositories

Over the years, the necessity for efficiently storing data has become clear. Sequence analysis provides us with
a clarifying example: initially all new sequences obtained were submitted to journals; therefore it complicated
its (efficient) use by researchers. To deal with this problem a database of sequences (EMBL Nucleotide
Sequence Data Library), where all researchers would be able to submit their own sequences, was established
at the European Molecular Biology Laboratory (EMBL); it was the first sequence database and its importance
and utility became rapidly clear. Other initiatives, such as GenBank founded in 1982 and later absorbed into
the National Center for Biotechnology Information (NCBI), followed and extended this pioneer experience.

These first initiatives have been growing more rapidly in requirements over recent years: from microarrays to
RNA-Seq, the amount of data generated daily is overwhelming and it clearly points out the necessity of storage
and analytical tools in order to use the data efficiently. Several efforts have been made over the years to provide
ordered access to all public available data so that comparative studies can be performed. A relevant example
is found in microarrays; two of the most relevant microarray repositories are: (i) ArrayExpress (Parkinson
et al. 2007; http://www.ebi.ac.uk/arrayexpress) developed by European Bioinformatics Institute (EBI); and
(ii) Gene Expression Omnibus (GEO) developed by National Center for Biotechnology Information (NCBI)
(Edgar et al. 2002; Barrett et al. 2007; http://www.ncbi.nlm.nih.gov/geo). At GEO the basic repository unit
is a sample record which describes condition, manipulation and abundance measurement of each element
derived from it; samples can be grouped in Series by submitters and/or Data Sets by GEO curators. Both
repositories are regularly updated.

A query of ‘p53’ within ArrayExpress (August 2010) returns 142 different experiments and 5948 microarray
assays. For each experiment listed, data are available in a Raw format (usually CEL files) and/or in Processed
format; however it is recommended to upload data in Raw format, as new (and hopefully better) methods to
pre-process the data are continuously being developed. Each experiment has a unique identifier. For instance,
E-GEOD-10795 is an identifier for an experiment that aims to elucidate the impact of TAF6d on cell death and
gene expression; we also observe related information such as links to publications (see Lesne and Benecke
2008; Wilhelm et al. 2008), files (e.g. data archives, experiment design and array design), a description of the
experiment and links to other databases. Among the links there is a reference to the same data set available at
GEO where its identifier is GSE10795; following this link we observe similar information to the information
found in ArrayExpress. A p53 query in GEO search returns 31 data sets and 257 series.

Repositories can store different types of data in different formats for the same defined measure, or different
types of quantitative data for the same system. For example microarrays can be used to measure as many
different things as (i) mRNA expression, (ii) exon differential expression (to compare isoforms) (Clark et al.
2007), (iii) as part of the ChIP-chip assay (Horak and Snyder 2002) and (iv) SNPs (Hacia et al. 1999). The
need to integrate these different data sets highlights the need for standards; as an example, the Microarray
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Gene Expression Data (MGED) Society defined the Minimum Information About a Microarray Experiment
(MIAME) (Brazma et al. 2001) that corresponds to the minimum information that must be reported about a
microarray experiment to enable its unambiguous interpretation and reproduction.

There are also repositories specific for certain diseases or biological systems: RefDIC (Hijikata et al.
2007) is a public compendium of quantitative mRNA/protein profile data obtained from microarray
and two-dimensional gel electrophoresis based proteome experiments specifically for immune cells; On-
comine initiative collects and standardizes all published (and publicly available) cancer microarray data
(http://www.oncomine.org), as described in Rhodes et al. (2007). There are also repositories for most bio-
logical data types. For instance Protein Data Bank (http://www.rcsb.org/pdb/home/home.do) includes mass
spectrometry experiments.

Data repositories are dealing continuously with new challenges. For instance, as High Throughput Se-
quencing (HTS) techniques provide tools that will replace microarrays (e.g. RNA-Seq provides a more precise
assessment of differential mRNA expression), it highlights the necessity of new data types and new storage
structures. Another necessary characteristic of repositories is ‘updatability’: repositories should be able to
accommodate new types of data, and link them to the previous ones if possible as it will allow the integration
of old and new data types.

4.1.2 Knowledge Databases

Experimental data need to be transformed into information. This information needs to be stored in an ordered
way in (public) databases, named Knowledge Databases (KDs). Researchers use KDs to test their experimental
results or to validate their hypotheses. Because KDs present the processed data extracted from experiments
and are specific for different types of entities (e.g. genes, proteins or diseases) or even variations of the same
topic (e.g. DNA sequence: transcripts or SNPs) they need specific structures for each case. However, relevant
characteristics (and challenges) that all KDs share are:

1. Interconnection: every KD is providing a narrow view of a certain topic; to provide a better integrative
view interconnection between KDs is needed.

2. Public access: all information in major KDs must be publicly available. this policy is enforced by entities
such as International Nucleotide Sequence Database Collaboration (INSD, http://www.insdc.org/policy.
html): ‘...no use restrictions or licensing requirements will be included in any sequence data records, and
no restrictions or licensing fees will be placed on the redistribution or use of the database by any party...’;
‘All database records submitted to the INSD will remain permanently accessible as part of the scientific
record’.

3. Updatability: KDs must remain flexible enough in order to be able to include new data types.
4. Standardization: in order to fulfill Interconnection and Updatability challenges it is necessary to define

information storage standards.

KDs represent the state-of-knowledge in biology. However KDs are based on current knowledge, with different
degrees of certainty.

4.1.2.1 p53 KD tour

As there is not space to enumerate all KDs we present the most important ones in Table 4.1. However, we find
it useful to provide an example: we describe several p53 queries among different KDs. We begin by searching
p53 at the NCBI, which allows the user to search over different databases. A search of ‘p53 Homo sapiens’
in the Gene Database redirects the query to Entrez Gene Database (Maglott et al. 2007) and returns ‘TP53’
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Table 4.1 Repositories (R), Knowledge Databases (KDs) and Ontologies (O)

Type Field Reference/URL

ArrayExpress R Microarray Parkinson et al. (2007)
CCDS KD Gene and Proteins Pruitt et al. (2009)
ChEBI O Chemical Entities Matos et al. (2009)
dbSNP R KD SNPs Wheeler et al. (2007)
DIP KD Protein Interaction Salwinski et al. (2004)
Entrez Gene KD Gene Maglott et al. (2007)
FlyBase KD Fly Genome http://flybase.org
GEO R High-throughput Barrett et al. (2007)
GO O Gene The Gene Ontology Consortium (2000)
HUGO KD Gene http://www.genenames.org
JASPAR R PWM Portales-Casamar et al. (2009)
KEGG KD Pathways Kanehisa et al. (2006)
MGI R+KD Mouse Genome http://www.informatics.jax.org
Negatome KD Protein Interaction Smialowski et al. (2010)
OBO O Ontologies Smith et al. (2007)
Oncomine R Cancer, microarray Rhodes et al. (2007)
PDB KD Protein & Metabolomic http://www.rcsb.org/pdb/home/home.do
PubMed R Journals http://www.ncbi.nlm.nih.gov/pubmed
RefDIC R Immune system Hijikata et al. (2007)
RefSeq KD Genes and Proteins http://www.ncbi.nlm.nih.gov/RefSeq/
TRANSFAC R PWM Windenger (2008)
UniProt KD Protein The Uniprot Consortium (2010)

that links to http://www.ncbi.nlm.nih.gov/gene/7157 as the first result. Entrez Gene is a NCBI database for
gene-specific information that focuses on genomes ‘that have been completely sequenced, that have an active
research community to contribute gene-specific information or that are scheduled for intense sequence analy-
sis’ and provides unique integer identifiers (GeneID) for genes and other loci. In H. sapiens the p53 GeneID is
7157; this identifier will help if any query is redirected to any other NCBI database. The official symbol, official
name provided by a nomenclature authority, is TP53 and it was provided by the HUGO Gene Nomenclature
Committee (HGNC; http://www.genenames.org/aboutHGNC.html). Other information available is: (1) TP53
has other aliases (P53, LFS1, TRP53, FLJ92943) that can be used to identify the gene in older references,
(2) TP53 is a protein coding gene and (3) its HGNC identifier is HGNC:11998. Entrez Gene Database integrates
information from RefSeq database (Pruitt et al. 2007; http://www.ncbi.nlm.nih.gov/RefSeq/), where RefSeq
is ‘a curated non-redundant collection of sequences representing genomes, transcripts and proteins’ that inte-
grates information from multiple sources therefore adding descriptions as: coding regions, conserved domains,
gene and protein product names and (again) database cross-references. From a TP53 Entrez Gene database
query the following RefSeq information can be obtained: (1) RefSeqGene identifier (for well-characterized
genes to be used as reference standards) and (2) different transcripts and proteins, whose identifier names
begin by NM and NP , respectively. Among the transcripts and proteins the query returns the cellular tumor
antigen p53 isoform a, that has two transcripts+protein related: (i) NM 000546.4 + NP 000537.3 and (ii)
NM 001126112.1 + NP 001119584.1; in both cases there is a common reference, CCDS11118.1, to a con-
sensus coding sequence (CCDS; Pruitt et al. 2009). The CCDS database annotates identical proteins on the
reference mouse and human genomes with a stable identifier (CCDS ID) ensuring consistency between NCBI,
Ensembl (Flicek et al. 2010), and UCSC Genome Browsers.
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Following the links to Ensembl we arrive at Ensembl.org, a project that generates databases for chordates.
The identifier for ‘TP53 H. sapiens’ is ENSG00000141510, and again at this page the original source, HGCN,
and the access number on it, 11998, are shown. The web page provides the location of the gene (Chromosome
17: 7,565,257-7,590,856 reverse strand, GRCh37 human assembly) and different transcripts related to the gene,
the length of each one of them and the protein products related. There are also the references to the CCDS
if they are available. The CCDS database is only one of the examples of how different entities collaborate in
standardizing annotations. Another major example is INSD (http://www.insdc.org/index.html) that combines
the effort of the DNA Data Bank of Japan, GenBank (Benson et al. 2009) and the European Nucleotide
Archive (European Molecular Biology Laboratory) to collect and disseminate DNA and RNA sequence data.

Other types of knowledge databases are not focused on individual terms but instead target physical in-
teractions. Reactome (Matthews et al. 2009) is a curated knowledge database of biological pathways that
includes cross-references to other biological databases such as Ensembl and Gene Entrez. A search for
‘p53’ within Reactome returns 123 terms (e.g. ‘Transcriptional activation of p53 responsive genes’ pathway,
uniquely identified as REACT 202.2). The link to this pathway includes information about the preceding
(e.g. ‘Stabilization of p53’, REACT 309.2) and following (e.g. ‘Translocation of p27 to the nucleoplasm’,
REACT 9043.1) events. KEGG (Kanehisa et al. 2006), is a collection of manually drawn pathway maps from
metabolism and cellular processes. A p53 query in KEGG PATHWAYS returns the KEGG ‘p53 signaling
pathway’, identified as map04115; it includes (i) information about evidence used to develop the pathway, (ii)
related pathways and (iii) links to other databases.

4.1.3 Ontologies

KDs present the processed data extracted from experiments. As we have observed in p53 we can obtain the
sequence of the gene, the different exons and introns and other relevant data but we are missing answers to
relevant questions such as ‘Does p53 work alone or is it included in a gene module?’ and ‘Is p53 involved in
any metabolomic pathway?’. These questions needed to be addressed from a different perspective than a KD.
Therefore it was necessary to develop ways of storing relational information; Biological Ontologies (BOs)
are one response to this need.

BOs represent the entities of biomedical interest and their relations and categories. Ontologies can be
domain-specific (e.g. Chemical Entities of Biological Interest, ChEBI) (Matos et al. 2009) or level-specific
[e.g. Gene Ontology (GO) has biological processes, cellular component and molecular function levels, see The
Gene Ontology Consortium (2000)]. Ontologies can overlap, and can reuse elements from other ontologies.
Ontologies are tools used to (i) integrate different meta-data, answering questions such as the existence of
groups of entities and the possible hierarchical orders and relationships between them; and (ii) provide resource
interoperability. In order to fulfill these tasks there are some prerequisites: high-quality, free availability,
and re-distributiveness. Open Biomedical Ontologies (OBOs) are a collection of controlled vocabularies
(ontologies) freely available to the biomedical community. Within OBOs, OBO Foundry (Smith et al. 2007)
regulates the development of new ontologies by defining principles. Many new ontologies are defined to
communicate with already available ones, e.g. PRotein Ontology (Natale et al. 2007) includes connections
to GO, OBO Disease Ontology and several others. Until the mature development of federated biomedical
ontologies different bridges are being created between ontologies. Two relevant examples are: (1) the Unified
Medical Language System developed by the US National Library of Medicine whose Metathesaurus integrates
more than 1.4 million concepts from over one hundred terminologies (http://www.bioontology.org/); and
(2) the ‘Minimal Information Requested In the Annotation of biochemical Models,’ (MIRIAM) (Laibe and Le
Novére 2007), that presents a set of guidelines for the annotation and curation of processes in computational
systems biology models. MIRIAM Resources are being developed to support the use of Uniform Resource
Identifiers, a useful tool for inter-operability.
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4.1.3.1 p53 ontology tour

As in KDs we provide an example of ontology characteristics and structure by querying p53 in GO. GO
contains a specific and curated (selected, collected and maintained by expert users) vocabulary for (i) the
entities within the ontology, (ii) for terms related to entities (such as genes pointing to a biological process)
and (iii) the terms related to the description of the entities. It is organized in three domains (cellular component,
molecular function and biological process) and each domain is structured as a directed acyclic graph (DAG).
The main page http://www.geneontology.org/ acts as a web browser that allows searching in the GO database.

A ‘p53’ query filtered by, ‘H. sapiens’ in the biological process domain returns the term classified with
the symbol ‘TP53’ and with the name ‘Cellular tumor antigen p53’. Within the link to this term it is possible
to retrieve information about the gene product (that offers different synonyms such as ‘p53’), the peptide
sequence, the sequence information and links to different Knowledge and Experimental Databases such as DIP,
EMBL, GenBank, UniProt and PDB. Most importantly, the ‘TP53 H. sapiens’ page shows links to 60 different
terms in the GO Database (e.g. Tp53 is related to the GO biological process term apoptosis, GO:0006915).
All relations between genes and GO entities must be evidence based. There are two types of evidence:
(a) Experimental Evidence that can be inferred from (i) Direct Assay, (ii) Physical Interaction, (iii) Mutant
Phenotype, (iv) Genetic Interaction and (v) Expression Pattern; and (b) Computational Analysis Evidence that
can be further classified as evidence inferred from (i) Sequence or Structural Similarity (Sequence Orthology,
Sequence Alignment or Sequence Model), (ii) Genomic Context and (iii) Reviewed Computational Analysis.
Evidence can be assigned by curators or assigned by automated methods; in all cases a clear trace of how
the relation was generated must be provided. The relation between GO:0006915 and Gene Symbol ‘TP53’ is
classified as Inferred from Direct Assay, it was assigned by UniProtKB and an identification for the reference
is provided PMID:7720704 [the identifier in PubMed for the reference Eizenberg et al. (1995)]. Further
exploration of the term GO:0006915 provides: (i) a definition of the term (‘A form of programmed cell death
that begins when...’) and a reference (PMID:18846107), (ii) the relations to other GO terms in the DAG
structure, such as ‘apoptosis’ is a ‘programmed cell death’ (GO:0012501), (iii) external references (e.g. links
to Reactome), and (iv) a list of genes related to apoptosis (there are 1130 gene product associations).

4.1.4 Annotation

Annotation is the process of assigning properties to a given bioentity or the process of relating bioentities.
For instance, if the entity is a gene the annotation process can (i) assign the gene to a gene set, (ii) classify
the gene as constitutive or not constitutive and (iii) link the gene to other genes it regulates. Annotation is
therefore a necessary process in the creation and updating of Knowledge and Ontology databases.

Annotation is based on evidence (as we observed previously in GO) that can be classified as Experimental
Evidence or Computational Analysis Evidence. In this section we present some of the methods used to annotate
databases and, at the end, we include a subsection that briefly reviews the R tools available.

4.1.4.1 Annotation by similarity

The very classic idea of annotation is based on the idea of ‘similarity’: those elements that are similar in one
aspect maybe be similar in other aspects, therefore we can describe (functionally annotate) one gene by those
genes that are similar to it; however the term ‘similar’ is specified differently in different approaches. Following
this idea, high-throughput data have become a tool to functionally annotate genes and proteins (Kasif and
Steffen 2010) by: (i) automated prediction of the function of genes based on homology and sequence similarity
to genes of known function, (ii) organization of proteins (and genes) into clusters [PFAM (Finn et al. 2008 and
US National Center for Biotechnology Information Protein Clusters (Klimke et al. 2009)] (iii) extending (i)
by including further information such as phylogenetic profiles, coexpression, chromosomal gene clustering
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and gene fusion. This information can be integrated with machine learning algorithms that are able to predict
gene functions (Jansen et al. 2003). Automated annotation is a very active research field.

4.1.4.2 Annotation by Protein Binding Sites

Protein Binding Site (PBS) annotation is based on the identification of those sequences of nucleotides (protein-
binding motifs) where a given Transcription Factor (TF, proteins that bind to promoter and/or enhancer regions
of a gene regulating its expression) would bind. Protein Weight Matrices (PWMs) store information regarding
which sequences are bound by a given TF; the PWM associated with a TF is a 4-row and n-column matrix that,
for a nucleotide sequence of length n, each column i depicts the probability of the TF binding to a sequence
that has the nucleotide in position i. TRANSFAC (semi-public; Matys et al. 2003; Windenger 2008) and
JASPAR (public; Portales-Casamar et al. 2009; http://jaspar.genereg.net) are two PWM repositories. A search
for TP53 in JASPAR database returns the MA0106.1 identifier, a H. sapiens zinc coordinating transcription
factor that pertains to the Loop-Sheet-Heliz family and whose PWM is provided.

4.1.4.3 Annotation by Temporal Series

The use of Temporal Series (TS) in Annotation is that those bioentities that share the same expression pattern
over time are regulated together and therefore, they would be expected to have the same functional group
(cluster). Several statistical tools have been developed for the analysis of temporal series. Here we review
some of the tools developed for microarray data analysis; however the main ideas can be extended to other
data types (that also consider a small number of samples and a huge number of variables). The clustering
methods can be classified by (i) the nature of the clusters they identify and (ii) the searching strategy. The
searching algorithms can be grouped into three sets [from Krishna et al. (2010)]: (i) Pointwise distance based
methods: grouping genes by minimizing an objective function generated by the distance (measure of sim-
ilarity or dissimilarity) between pairs of genes. The description of this set can be found in Chapters 2 and
7 (see k-means and hierarchical clustering). (ii) Feature based clustering methods: grouping genes by using
the general shape (local or global characteristics) of an expression profile, therefore they detect more com-
plicated relations such as time-shifted or inversion relations. (iii) Model based clustering methods: based on
statistical mixture models, which consider data to be generated from a finite mixture of underlying probability
distributions, therefore each component corresponds to a different cluster. A very useful tool of this group is
MaSigPro (Conesa et al. 2006), a statistical procedure for multi-series time-course microarray experiments.
It is available as a Bioconductor package and from http://www.ivia.es/centrogenomica/bioinformatics.htm.
Recent methodologies combine different strategies as in Krishna et al. (2010) where the authors combine
pairwise distances (based on the Granger distance) with network clustering.

4.1.4.4 Experimental Design to improve annotation

Many experiments are designed to increase our knowledge of the relationship between bioentities. We
discuss (and extend our previous approach to) PWMs as an example. The generation of JASPAR and
TRANSFAC PWM is widely questioned because : (i) those matrices are constructed using a median of
18 individual sequences therefore they are expected to capture only a subset of the permissible range
of binding sites; (ii) the accuracy of PWM models has been questioned (Benos et al. 2002); (iii) there
are many examples in which transcription factors bind sets of sequences that cannot be described by
standard PWMs (Chen and Schwartz 1995); and (iv) it is possible that PWMs are specific for dif-
ferent conditions (Berger et al. 2008). A more original approach that makes use of high-throughput
technologies is Protein Binding Microarray (PBM) (Mukherjee et al. 2004); the authors used PBMs con-
taining 41 944 60-mer probes in which all possible 10-base sequences were represented to analyze the
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DNA-binding specificity. The specific construction of the microarrays provides a way to robustly estimate
the binding preference of each protein to all 8-mers (Berger et al. 2006). Berger et al. (2006) provided
a database of newly generated PWMs that does not solve all the problems stated but gives a major
improvement.

4.1.4.5 Annotation by Text-Mining

Researchers whose experiments highlight new relationships between elements are encouraged to insert this
information in publicly available curated databases. However because this is not always the case and due to the
amount of information stored in journals, text-mining tools have been developed (Renear and Palmer 2009;
Attwood et al. 2010). Text-mining is the process of extracting information from text, therefore it can be used
as a tool for annotation in biology where text is extensively available in journals. Some relevant text-mining
tools are:

1. iHOP (information Hyperlinked Over Proteins) (http://www.ihop-net.org/; Hoffman and Valencia 2004).
It allows the search for biomedical terms that are mentioned together in the same sentence with a gene or
protein of reference; the query returns all biomedical terms and for each one of them the references and
sentences where they were both, term and gene/protein, mentioned.

2. PubGene (www.pubgen.org; Jenssen et al. 2001). It extends the query options offered by iHOP and it
also generates a network that relates all single elements returned by the query and provides statistical
significance of every relation in the network. For instance, a TP53 H. sapiens query indentifies tp53 in
10 265 documents and returns a list of elements (BAX, BCL2, CDKN1A, MKI67 and TCEAL1) organized
within a network.

3. GRAIL (http://www.broadinstitute.org/mpg/grail/; Raychaudhuri et al. 2009). It integrates published sci-
entific text with SNPs. Given a set of SNPs or genomic regions, a set of relevant genes is generated. From
this gene set GRAIL searches in the literature for similarities in the associated genes. This tool can be
understood as a SNP to Gene set selection tool, where usually SNPs are coming from the output of genome
wide association studies.

4.1.4.6 Annotation in Bioconductor

Bioconductor uses the R programming language to develop ‘tools for the analysis and comprehension of high-
throughput genomic data’ (www.bioconductor.org). It contains more than 380 packages and it is periodically
updated. Within Bioconductor there are many tools that allow researchers to use annotations and ontologies.
Each package is updated periodically and full descriptions of them can be found at the website.

Regarding annotation, there is a set of resources that allows programmers and users to map between probes,
genes, proteins, pathways and ontology terms. Bioconductor has built-in representations of major ontology
databases and data resources as:

1. GO: GO.db is a set of annotation maps that describes the entire Gene Ontology. GO, within each of its
categories, is conceived as a DAG; within GO.db there is a set of datasets that specify those relations. This
package is updated biannually.

2. KEGG: KEGG.db package provides information about the latest version of the KEGG pathway databases.
It is updated biannually and it maps KEGG identifiers and elements within them to other databases such
as GO terms or Entrez Gene.

3. Microarrays: there are packages that annotate the different microarray platforms and versions to differ-
ent gene identifiers. An example is the classical Affymetrix Mouse Genome 430 2.0 Array, where in
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Table 4.2 R packages for Data Integration

Package Description Reference

CCA Canonical correlation analysis González et al. (2008)
Gostats (B) Tools for interacting with GO and microarray data (including

functional enrichment)
Falcon and Gentleman (2007)

GSEA Functional enrichment by Gene Set Enrichment Analysis Subramanian et al. (2005)
IntegrOmics Integration of different types of omic data Lê Cao et al. (2009)
LRPath Functional Set Enrichment by logistic regression Sartor et al. (2009)
MaSigPro (B) Analysis of multi-series time-course microarray experiments Conesa et al. (2006)
RankAggreg Tool that allows the combination of ordered lists using Rank

aggregation
Pihur et al. (2009)

(B), package included in Bioconductor.

Bioconductor the annotation data (mouse4302.db, that provides mappings between manufacturer identi-
fiers and other identifiers such as Entrez Gene and Ensembl), the cdf file (mouse4302.cdf, used to convert
between (x,y)-coordinates on the chip to single-number indices and back) and the probe sequence data
(mouse4302probe, the probe sequence data in a data-frame R object) are available.

4. Full genomes: there are packages that contain the different genomes sequenced such as H. sapiens, Mus
musculus and Saccharomyces cerevisiae.

Most of the previous packages depend on the AnnotationDBi package that provides user interface and database
connection code for annotation data packages using SQLite data storage.

4.2 Data integration in biological studies

This section reviews relevant examples of integrating Data repositories, KDs and Ontologies. We divide this
section into two parts. We first review the integration of different experimental data types; the second part
reviews the integration of meta-data and experimental data. Finally, we review how network and visualization
tools have been used in data integration.

4.2.1 Integration of experimental data

In order to provide a unifying view of a biological system through all experimental data available it is
needed to develop techniques to overcome the problem of integrating different data types and the different
experimental conditions. From the literature we can extract two approaches. One considers (R) generic tools
to integrate different omic data types. For instance IntegrOmics (Lê Cao et al. 2009), is a package developed
to integrate different datasets, even if they are of different types. To deal with the problem of the large number
of elements and the reduced number of measures (p >> n), the authors developed and implemented two
different approaches: (i) a regularized canonical correlation analysis (CCA) (González et al. 2008) in the
case of p >> n (González et al. 2009) and (ii) a sparse partial least squares regression (Lê Cao et al. 2008)
to simultaneously integrate and select variables using Lasso penalization. RankAggreg (Pihur et al. 2009)
provides two methods (a Cross-Entropy method and a Genetic Algorithm) to combine ordered lists using
Rank aggregation; the strenght of this approach is that Rank aggregation allows the combination of lists from
different sources (e.g. data types). A second approach is to review practical cases whose methodologies can
be standardized. Below we provide some key examples.
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4.2.1.1 Microarrays sampled from different experimental designs

Microarray repositories are a major resource as thousands of microarray experiments have been stored over
the last decade. However the challenges to use this resource in an integrative way are: (i) experimental designs
are as a rule very different (e.g. different animal models and different experimental conditions), (ii) the
necessary large number of comparisons (usually more than 10 000) (that will result in many false-positives
unless appropriately stringent thresholds are employed, see Chapter 2) and (iii) different sources of variability
(Jarvinen et al. 2004; Thompson et al. 2004); for example in some cases variability between technologies
(such as the use of different microarray technologies) is lower than variability between laboratories (the same
experiment, with the same technology in different laboratories) (Wang et al. 2005).

Two main approaches have been considered to deal with those challenges. One approach is to avoid
individual-level comparison between datasets and use only data summaries. Oncomine (Rhodes et al. 2007) is
a cancer microarray database that integrates a web-based data-mining platform. Researchers are expected to
first select properly among the datasets available in the database and then to use meta-analysis to identify the
genes that are significantly over-expressed or under-expressed across multiple independent studies. However
other approaches have been evaluated that avoid the ‘selection’ step: in Submap, Hoshida et al. (2007) devel-
oped a method for integrating and comparing data from different datasets. The method begins with a set of
datasets and a pre-gene grouping within each dataset, then it compares the relationship between the different
groups by Gene Set Enrichment Analysis (see Chapter 7) and it summarizes the relations between different
dataset clusterings by a matrix. This method has been validated against different sets and it is robust against
different DNA microarray platforms and laboratories.

A second approach is to consider the low probability for multiple transcripts to follow a complex pattern of
expression across dozens or hundreds of conditions by chance. Therefore, if those sets exist they may constitute
coherent and biologically meaningful transcriptional units. However, transcriptional units must be validated
by the use of other techniques and experimental designs. Chaussabel et al. (2008) designed a methodology
to identify transcriptional modules formed by genes co-ordinately expressed in multiple microarray disease
datasets. They tested the methodology over microarray datasets from blood samples and used the obtained
modules to provide a set of biomarkers that were able to indicate the disease progression in patients with
lupus erythematosus. Following the same idea but considering a predefined set of genes, Nilsson et al. (2009)
developed a large-scale computational screen to identify mitochondrial proteins whose transcripts consistently
co-express with the core machinery of heme biosynthesis. The idea is that interesting genes are those that are
correlated with the gene set of reference only when the gene set is acting as a functional unit. The authors
succeeded in proving (by experimental validation) that several top-ranked genes not previously related to
heme biosynthesis and mitochondrial iron homeostasis were actually related.

A third approach is the use of clustering algorithms which are of major relevance in integrating datasets from
different samples. However the algorithm classification provided in Chapters 2 and 7 need to be extended
by the nature of the clustering. Methods can be further classified as: (i) one-way clustering, to find either
gene clusters or sample clusters; (ii) two-way clustering, to find both gene clusters and sample clusters in a
combined approach; and (iii) bi-clustering methods, gene clusters defined only over a sample cluster that is
found simultaneously (Getz et al. 2000; Hägg et al. 2009).

4.2.1.2 Comparing and/or integrating different technologies

When a new experimental technique is developed it is tested against the well known results from previous
techniques; this allows an evaluation of the weaknesses and strengths of new methodologies. Therefore
validation can be considered as Data Integration because different data types should be compared. We compare
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High Throughput Sequencing (HTS, see Chapter 7) versus microarray in Chromatin Immunoprecipitation
(ChIP) analysis.

ChIP is a procedure used to determine whether a given protein binds to or is localized to a specific DNA
in vivo. A short introduction on how it works would be: first a target [such as protein or chromatin mark,
see for instance Barski et al. (2007) and Wang et al. (2008)] is selected, then an antibody that attaches to
the selected target is added to the sample and it is used to purify selected DNA. The ChIP essay returns an
amount of ‘marked’ DNA for a further study; the two major analysis methodologies applied to analyze it are
HTS (ChIP-Seq) and microarray (ChIP-chip). HTS technology needs to map all readings to the genome of
reference (generating a coverage) and then statistical tools are used to search for regions that are differentially
expressed [such as MACS (Zhang et al. 2008) for TF binding sites, and SICER (Zang et al. 2009) for histone
modification profiling] and therefore are considered to contain marks.

Park (2009) compares ChIP-Seq and ChIP-chip. The conclusion is that comparative analysis between
technologies must take into account that: (i) microarrays are only measuring over predefined regions and no
new region will be found; however, in ChIP-Seq new binding regions can be discovered; (ii) in microarrays there
is cross-hybridization between probes and nonspecific targets, where in ChIP-Seq some GC bias can be present;
(iii) the amount of DNA required is higher in ChIP-chip analysis; and (iv) the necessity of amplification steps
is less required in ChIP-Seq. ChIP profiles are definitely more defined in ChIP-Seq however, if a nucleotide
window is selected, there is a correlation between the profiles obtained by both technologies.

4.2.1.3 Genetics and Epigenetics

The importance of epigenetic modifications (Flintoft 2010) has been extensively shown in recent studies such
as Barski et al. (2007), Jothi et al. (2008), Schones et al. (2008), and Wang et al. (2008, 2009) where the
CD4+ T cell was extensively studied. The conclusion is that gene expression needs to account for epigenetic
modifications as they modify the availability of the genes to be transcribed. Recently Karli et al. (2010)
showed that it is possible to predict the expression level of a single gene by using a maximum of three
histone modifications as predictors. Gene expression was measured by normalized microarray data, while
for histone modifications the log tag number from ChIP-Seq experiments (one per modification) were used.
The authors were able to export the models to other cells that were not trained for these data showing a clear
validation of their initial assumptions. Recently, Artyomov et al. (2010), developed the first mathematical
model that considers genetic and epigenetic regulatory networks, describing the transformations resulting
from expression of reprogramming factors. However the major approaches that use epigenetic data are now
based on statistical models.

4.2.1.4 Transcriptomics and Metabolomics

Jozefczuk et al. (2010) compare and integrate gene expression and metabolomic measurements over different
stress conditions and over a period of time. For five conditions (oxidative stress, glucose-lactose diauxic
shift, heat, cold and unperturbed culture as control) Gas Chromatography Mass Spectrometry (GC-MS)
measurements were made in three different samples, for three different technical replicates and for 12 different
times points. Microarray analysis was performed for three samples each without technical replicates and
for two time points under each condition; except for oxidative stress condition for which 12 samples were
measured. Individually both types of data return the same type of conclusions: in both cases, metabolites and
mRNA expression, it is possible to group the time profiles by the type of perturbations. However, the authors
show that the profiles generated by the metabolomic data are much more specific (to the perturbations) than
the profiles generated by the transcriptomic data, showing that even if both omics are related, metabolites
were more sensitive to the perturbations. Also condition-dependent associations between metabolites and
transcripts were identified by co-clustering and canonical correlation analysis on combined metabolite and
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transcript datasets. Therefore the authors were able to confirm existing models for co-regulation between gene
expression and metabolites.

4.2.2 Ontologies and experimental data

A key example of integration of knowledge and ontology databases and experimental gene expression data is
Gene-set analysis. The basic idea is to identify predefined (biologically relevant) gene sets (PGSs) enriched
with differentially expressed (DE) genes. Sets associated with Gene Ontology terms (The Gene Ontology
Consortium 2000) and KEGG pathways (Kanehisa et al. 2006) are of common use. Given two experimen-
tal conditions (control and disease), the identification of enriched GO biological terms points out possible
biological processes that are involved in the disease development. A description of this technique and some
variations are included in Chapter 7.

4.2.3 Networks and visualization software as integrative tools

Since the seminal paper on network analysis (Barabási and Albert 1999) and subsequent application to
biological systems (Jeong et al. 2000, 2001), there has been a revolution on how we understand and analyze
molecular biology data. One basic idea that makes networks a powerful tool is that any biological entity and
their relations can be analyzed through them. More important, biological entities of different types can be
compared through them. For instance we present an example in Figure 4.1; let us consider that Figure 4.1
shows a set of genes (named A, B, C and D) that can be considered as genes or as their related proteins
depending on the context. In Figure 4.1(a) each node denotes a gene; there is an edge between genes if both
pertain to the same module by clustering analysis of transcriptomic data sets (see Section 4.2.1). Figure 4.1(b)
considers each node as a protein and shows a link between two nodes if there is experimental validation by
yeast two-hybrid interaction of physical interaction [such as binding, see Steltlz et al. (2005)]. In Figure 4.1(c)
each node denotes both a gene and its related protein; it is shown a direct edge (x,y) if protein x binds to the
promoter region of y by using for instance PWMs. We can compare networks by observing which relations
are unique to each one of the networks and which are common to all and by comparing network properties
(such as degree distribution and distribution of the shortest paths; see Chapters 14 and 15 for greater detail).
All networks can also be merged for further analysis [see Figure 4.1]. Chapters in Part C develop these ideas
and show their integrative power.

However, networks need to be visualized. One visualization key tool is Cytoscape, which is an open source
software that allows visualization of molecular interaction networks (Shannon et al. 2003) and includes tools
to integrate these interactions with experimental data (Cline et al. 2007). As a visualization tool it includes:
(i) Data Integration that supports many standards such as Simple Interaction Format, GML, BioPAX, SBML
and OBO and it allows the importing of data files; (ii) Visualization manager (VizMapper); and (iii) Network
Analysis tools. One of the major resources of Cytoscape is the number of plug-ins available; two plug-ins of
interest are BinGO (Maere et al. 2005) that checks for representation of Gene Ontology categories in biological
networks and CABIN (Collective Analysis of Biological Interaction Networks) (Singhal and Domicob 2007)
that enables analysis and integration of interactions evidence obtained from multiple sources. Cytoscape is
able to import data files generated by R.

4.3 Concluding remarks

Biological sciences are in a revolutionary phase fueled by recent advances in technologies for measuring
biological entities and states. New data types are being produced and the volume of data that requires storage
is rapidly increasing. This situation presents new challenges, not only in terms of data storage but perhaps
primarily in the sense of data integration. Furthermore data integration is becoming a must as it is generally
admitted that no data type provides a complete vision of any biological system.
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Figure 4.1 Examples of gene and protein networks. (a) Gene association by clustering algorithms. (b) Protein
association by physical interaction such as binding. (c) Node association by transcription factor binding to a
promoter sequence. (d) Network merging

We have shown that KDs and Ontologies are storage structures that provide an organized view of current
knowledge, but it is necessary to further develop these structures to increase their scope and integration. On the
other hand, the use of the experimental data and/or knowledge stored will make necessary the development
of (statistical) generic tools able to integrate different data types; we can expect both metabolomics and
lipidomics to increase in volume and quality and thereby increase the need for integrative tools beyond
current transcriptomics and proteomics applications.

Equally important to development and use of standards and new tools for data integration will be the
development of tools for scientific visualization. This area and its application to systems biology is still
rather underdeveloped with the exception of Cytoscape and a few others. This opens up the possibility for
exciting projects involving computer scientists with expertise in visualization, computational biologists and
experimental and medical researchers.

Finally we find that data integration will be the key challenge in systems biology; statistics, networks,
mathematical analysis and data structures will be key technologies in the success of this integrative approach.
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