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Recent functional magnetic resonance imaging studies demonstrate that increased task-
related neural activity in parietal and frontal cortex during development and training is
positively correlated with improved visuospatial working memory (vsWM) performance.
Yet, the analysis of the corresponding underlying functional reorganization of the fronto-
parietal network has received little attention. Here, we perform an integrative experimental

567



December 29, 2007 11:23 WSPC/179-JIN 00170˙web

568 Edin et al.

and computational analysis to determine the effective balance between the superior frontal
sulcus (SFS) and intraparietal sulcus (IPS) and their putative role(s) in protecting against
distracters. To this end, we performed electroencephalographic (EEG) recordings during
a vsWM task. We utilized a biophysically based computational cortical network model to
analyze the effects of different neural changes in the underlying cortical networks on the
directed transfer function (DTF) and spiking activity. Combining a DTF analysis of our
EEG data with the DTF analysis of the computational model, a directed strong SFS → IPS
network was revealed. Such a configuration offers protection against distracters, whereas
the opposite is true for strong IPS → SFS connections. Our results therefore suggest
that the previously demonstrated improvement of vsWM performance during development
could be due to a shift in the control of the effective balance between the SFS–IPS networks.

Keywords: Working memory; computational neuroscience; EEG; directed transfer function;
connectivity; frontal cortex; parietal cortex; neuronal circuits; cortico-cortical interactions;
distractibility.

1. Introduction

Working memory (WM), the ability to maintain and manipulate goal-relevant infor-
mation for several seconds, is a key cognitive function that underlies other cognitive
abilities such as complex reasoning [1–4]. The importance of WM is demonstrated
in several diseases of cognition, such as attention-deficit hyperactivity disorder,
schizophrenia and Parkinson’s disease, where WM deficits are found [5–8].

Previous studies have shown that visuospatial WM (vsWM) relies on the acti-
vation of cortices in both the superior frontal sulcus (SFS) and the intraparietal
sulcus (IPS) [9–12]. Furthermore, a strengthening of connections between these
brain regions leads to stronger total connectivity in the vsWM network which in
turn causes increased neural activity and improved vsWM task performance [13, 14].
In order to retain relevant information in WM, it is also necessary to ignore task
irrelevant and distracting stimuli from the surroundings. The importance of inter-
regional connections for vsWM function has been further demonstrated by Sakai
et al. [15], who found that stronger correlations between IPS and SFS are related
to increased resistance. However, the mechanisms and relative contributions by the
IPS → SFS and SFS → IPS connection in improving distracter resistance are still
largely unknown. These questions can be explored using the directed transfer func-
tion (DTF), a method based on autoregressive modeling of brain activity time series
data that has the possibility to uncover the directionality of connections between
brain regions [16–18], and that has been used to infer causal relations both from
EEG data and local field potential (LFP) data [16, 19–21].

In the only study to date that has investigated bidirectional connectivity between
IPS and SFS during memory maintenance, Babiloni et al. [16] used the DTF to
obtain results suggesting that SFS–IPS connectivity is symmetric. However, the
task used in their study only contained a single visual stimulus, far below the capac-
ity limit of humans, whereas distracters typically affect performance in WM tasks
when WM load is close to the capacity limit [22]. Equally important, it is not clear
how differences in the biophysical properties of SFS and IPS affect the measurements
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of effective connectivity. Effective connection strength is defined in terms of changes
in spiking activity [23], but measurements of effective connectivity are usually made
from something other than spiking activity, such as EEG activity. Since the rela-
tionship between spiking activity and EEG activity is modified by the biophysical
properties of the brain regions, a direct interpretation of this data is unlikely to
provide enough information regarding the inter-regional connectivity during vsWM
and its relation to distracter resistance. Another unknown factor which might also
affect the relationship between fronto-parietal asymmetry and distracter resistance
is whether visual stimuli enter into the vsWM network via IPS along the dorsal
stream [24–26] or whether they enter into both IPS and SFS [27, 28].

Considering the degree of SFS–IPS asymmetry and the entry point of visual
stimuli, there are six possible configurations of the vsWM network (Fig. 1). Either
the fronto-parietal connections are effectively stronger than the parieto-frontal
connections (we will refer to this type of asymmetry as “fronto-parietal”), or the

Fig. 1. Different functional configurations of the vsWM network. Rows: “Fronto-parietal”. SFS →
IPS connections are more effective than IPS → SFS connections. “Parieto-frontal”. IPS → SFS
connections are more effective than SFS → IPS connections. “Symmetric”. Both connections are
equally effective. Columns: “Hierarchic”. Stimuli enter IPS only, meaning that the two brain regions
are at different levels of the visual processing hierarchy. “Flat”. Cue and distracter stimuli enter
both regions, implying a flat organization of the two regions.
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parieto-frontal connections are more effective (“parieto-frontal”), or they are equally
effective (“symmetric”). In addition, visual stimuli either enter via the IPS only (we
will call this route of activation “hierarchic”, since the two regions will be on different
levels in the visual hierarchy [29, 30]) or via both regions (a “flat” hierarchy).

To determine the asymmetry of effective strength in the SFS–IPS connection and
its functional effects on vsWM performance, access to large numbers of simultaneous
frontal and parietal recordings in monkeys performing a vsWM task would be ideal.
Given the absence of such data, we calculated the DTF from EEG data collected
during the performance of a vsWM task during maximal memory load. To interpret
the DTF, we implemented the different network configurations shown in Fig. 1 in a
biophysically based computational model. This model has previously been used suc-
cessfully to causally relate structural development in the child to improvements in
vsWM capacity and related increases in brain activity in the SFS–IPS network [14].
With this model, we simulated DTF to relate the experimentally obtained DTF
values to the underlying effective connectivity of the SFS–IPS connection. Next, to
determine how visual stimuli enter the vsWM network, we compared computational
model simulations from the networks in Fig. 1 to previous functional magnetic res-
onance imaging (fMRI) data on the processing of visual distracting stimuli during
working memory maintenance [15]. In this way, we could determine which of the
network configurations in Fig. 1 best mirrors the effective connectivity of the SFS–
IPS working memory network. To address the functional importance of the effective
connectivity between SFS and IPS, we performed computer simulations to reveal
how the SFS–IPS connectivity regulates sensitivity to visual distracting stimuli.

2. Methods

2.1. vsWM model

The structure of the vsWM network model was the same as in Edin et al. [14] and
is shown in Fig. 2(a) and 2(b). The network contains two interconnected regions,
each consisting of a population of 128 pyramidal cells (P), and a population of 32
inhibitory interneurons (I). Every cell codes for an angle in the visual field. The two
regions are replicas of the frontal region network in Tegnér et al. [32], and consists of
Hodgkin-Huxley type cells with ion channels and input-output relations matching
those of layer II/III neurons. The regions are connected only through their pyramidal
cells. Connection strength was limited to assure that the absence of activity in one
region would not disrupt activity in the other region [31]. Inter-regional connections
have a conduction delay [33], whereas all other connections are instantaneous. There
exists a topography in the connection strength between pyramidal cells within or
between two regions, as indicated by the connection curve (Fig. 2(b)). The curve
shows that cells with similar preferred angles are strongly connected whereas cells
coding for dissimilar angles are weakly connected [34]. In simulations, connection
strength was varied by varying the mean connection strength, Gxy. For further
details of the model, see Appendix.
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Fig. 2. The SFS–IPS vsWM network. (a) Network structure. The SFS and IPS regions both
consist of a pyramidal cell population (P) and an inhibitory interneuron population (I). They are
connected internally and with the other population. The Gaussian-like curves are connection curves
(see b). (b) The connection curve indicates how the connection strength between two pyramidal
cells within or between two regions depends on the difference in their preferred angle. In the model,
the connection curve has the shape of a Gaussian curve on top of a box. Gxy is the mean connection
strength from area y onto area x. GxyJ+ is the height of the connection curve, and σ is the standard
deviation of the Gaussian curve. To regulate the shape of the connection curve while preserving
total connection strength (area under curve), changes in σ or J+ are compensated by changes in
J−. (c) Example simulation of the vsWM trial using the “hierarchic symmetric” network in Fig. 1
with recurrent excitation only via NMDA channels. Spikes are shown as dots. Pyramidal cells are
aligned along the y axis according to their preferred angles (between 0–360◦). Dark grey dash-
dotted square: cue. Black vertical line: lag of activation between the IPS and SFS is 320 ms. (d)
Magnification to highlight the lag in activation of the frontal region.

2.2. Simulation of local field potentials

We simulated LFP from the model with 1000 Hz sampling frequency to compare
with the EEG data obtained experimentally. The LFP in a small area of the brain
can be approximated as a spatial average of the potential difference between distal
parts of the apical dendrite and the proximal parts of the apical dendrite across pyra-
midal cells [35]. This is readily calculated in the model by calculating the average
voltage difference between the distal and proximal apical dendritic compartments
of the pyramidal cells. Since spatial smearing of the local fields by the skull does
not affect DTF calculations on EEG data [16], DTF on experimental EEG data
is comparable to DTF calculations on simulated LFP, except for the different fre-
quency bands that could be attenuated to different degrees when passing trough the
skull. Simulated LFP data was obtained from 10 s long simulation time segments
of cue, delay or baseline activity for different degrees of inter-regional connection
strength asymmetry, different NMDA ratios and both symmetrical and asymmetri-
cal stimulus presentation as described in the results subsection The vsWM network
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has a “fronto-parietal” effective connectivity. For each set of model parameters, 12
simulations were made.

2.3. EEG recordings of vsWM-related brain activity

27 right-handed subjects with epilepsy were recruited from the epilepsy unit at
Astrid Lindgren’s Children’s Hospital for WM training (not analyzed in this study),
and EEG was measured during testing of performance in a vsWM task, as approved
by the regional ethical vetting committee in Stockholm. The fact that the subjects
had epilepsy is considered of minor importance for this study, since the epilepsy of
the patients was of highly varying etiology, with half of the subjects having gen-
eralized and the other half partial epilepsy. We therefore believe that any changes
in brain structure and activity due to epilepsy will not result in any systematic
changes in measurements of EEG power and fronto-parietal connectivity. One sub-
ject declined and three subjects were removed because EEG sessions contained too
much epileptic (two subjects) or muscle (one subject) activity. Thus, 23 subjects
(13 girls and 10 boys), aged 11.6 ± 2.4 years (sample mean± standard deviation),
remained after data preprocessing. Subjects performed two sessions of a set of cog-
nitive tests on different days sitting in a chair ca 70 cm away from the computer
screen. Each session lasted about 45 min, but EEG was only analyzed from a vsWM
task (Fig. 4), which lasted about 10 min. In the task, circles were presented sequen-
tially on a four-by-four grid. Each circle was presented for 1 s with a delay phase of
0.5 s between presentations. After all stimuli had been presented, the subject was
instructed to respond by clicking in the corresponding squares in the same order
as the stimuli had been presented. After three correct responses, task difficulty was
increased by one item. After one erroneous trial, task difficulty was instead decreased
by one. Before testing, the subjects were allowed to practice the task for 2–3 min.
The average difficulty level for the recorded trials was 3.7 ± 0.8 memory items.

EEG was recorded with Nervus 3.2 (VIASYS Healthcare) with a sampling fre-
quency of 256 Hz. 19 Ag/AgCl electrodes were attached onto the scalp with conduc-
tive electrode paste according to the standard 10/20 setup (with positions Fp1, Fp2,
F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6, Fz, Cz, Pz). The reference
electrode was placed next to the Cz electrode. Skin impedance was below 10 kΩ. An
oculogram was recorded bipolarly between electrodes positioned directly lateral to
and below the right eye. A two-electrode electrocardiogram was also recorded.

The raw EEG was digitally band-pass filtered (0.05 Hz–55 Hz) and notch fil-
tered (50 Hz). Data was split into trials starting 1 s before the onset of the first
stimulus and finishing 0.5 s after the offset of the last stimulus. The EEG data
was visually inspected and epochs containing obvious artifacts related to head
movements, epileptic and/or muscle activity were removed. Independent component
analysis in EEGLAB (http://www.sccn.ucsd.edu/eeglab/) was used to clean the
EEG data from artifacts. Independent components with ocular or heart artifacts
were removed from the epochs, and the remaining components were mixed back
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together again. Incorrect trials were left out of the analysis. After preprocessing,
23 subjects remained. The remaining sessions contained on average 27 ± 8 trials
from each subject. From each EEG trial, the baseline (1.0 s–0.5 s before the onset
of the first stimulus) and the last two delay period time segments of the trial were
extracted from electrode pairs F3 ↔ P3 and F4 ↔ P4 for the DTF analysis. Since
the vsWM testing task was adaptive, the extracted delay periods reflect a vsWM
load at the capacity limit.

2.4. Calculation of inter-regional effective connectivity with the

directed transfer function

The direction of the net effective connectivity between regions was calculated on
both experimentally obtained, normalized EEG and simulated LFP data [16–18]. All
data analysis was performed in Matlab� (Mathworks, Natick, USA). A multivariate
autoregressive (Mvar) model was fitted to each time segment using the Matlab
ARfit package [36] (http://www.gps.caltech.edu/∼tapio/arfit). The Mvar model is
defined as

∑p
j=1 AjXt−j = Et, where Xt is the two-dimensional fronto-parietal EEG

time series at time t, Et is white noise and Aj is the two-dimensional matrix of
model coefficients. The order p was decided automatically and independently for
each time segment based on the Schwarz’s Bayesian Criterion (pEEG = 11.7 ± 1.7;
pLFP = 54.6 ± 7.0 during cue or delay activity and 23.8 ± 5.7 during baseline). The
magnitude of the residual after fitting of the Mvar model was less than 1% of that
of the total signal, implying that the model fit was excellent. By a z-transformation
of the model coefficients to obtain H(z), the transfer function of the system:

H(z) =


∑

j

Aje
−2iπfdt




−1

,

the DTF at a specific frequency can be calculated with the equation DTF ij (f) =
|Hij |2/

∑
m |Hm|2, where f is the frequency. The difference DTF ji(f)−DTF ij (f) is

the net effective connectivity from electrode i to electrode j. EEG contents in the
θ, α, β and γ frequency bands were calculated. The frequency bands were defined
in relation to the individual α frequency or IAF (8.2 Hz±0.84 Hz) as advocated by
Klimesch [37]. Given the similar behavior of the band and lowest α band on the one
hand and the two upper α bands on the other in vsWM tasks [38], the former two
were pooled into a single θ band, whereas the latter two were pooled into a single α

band. Thus, the resulting bands were defined as θ =IAF–6 to IAF–2 Hz, α = IAF–2
to IAF + 2Hz, β = IAF+ 2 to IAF + 22 Hz and γ = IAF + 22 to IAF + 47 Hz. For
the statistical analysis of DTF calculations on EEG, a random effects general linear
model was used to analyze the data [39]. A statistical threshold of 0.05 was used
in all analyses, Bonferroni corrected for multiple comparisons due to four frequency
bands and two electrode pairs (F3 ↔ P3 and F4 ↔ P4).
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3. Results

The structure of the vsWM model is shown in Figs. 2(a) and 2(b). Simulations of
the “symmetric hierarchic” vsWM network are shown in Figs. 2(c) and 2(d). The
network starts in a resting state (we will henceforth refer to this state as “baseline”).
A visual stimulus (a 0.5 s long, 1µA/cm2 current into pyramidal cells coding for the
stimulus) presented to the IPS causes the network to display persistent activity cod-
ing for the memory of the location of the cue. Due to the inter-regional connections,
activity soon spreads to the SFS. During the 12 s delay period, memory is encoded
by the spatially localized, persistent activity. The maximal mnemonic firing rate is
low, about 25 Hz, similar to experiments. At selection, a current causes the network
to return to the spontaneous state. In some trials, distracters entered the network.
They were modeled as visual cues arriving during the delay period at a different
angle than the cue. The simulations showed that the model accounts for several
characteristics of the delay-phase neural activity in the vsWM tasks [27, 40]. As in
previous, single-region, versions of the model. Model neurons showed the experi-
mentally observed stable baseline activity during the inter-trial interval as well as
stable, spatially localized and physiologically realistic mnemonic firing rates during
the delay phase. The model also reproduced the decrease in activity in cells not
coding for the memory during the delay phase. The activity in the two simulated
regions was very similar, which is in agreement with single-unit recordings from the
frontal and parietal cortices in the macaque [27].

3.1. Inter-regional similarity of spiking activity does not imply

inter-regional connection symmetry

Recordings from behaving monkeys have demonstrated that the spiking activity
in SFS and IPS is indistinguishable, such that the firing rates of neurons are not
different in the two regions, and the same cell types with the same types of firing
behavior (ramping, stable, decreasing, etc.) are present in the two regions [27, 41].
Does this mean that the connectivity of the two regions is also symmetric? To test
this, we started out with a “symmetric” network where activity in both regions
was the same. To create comparable but asymmetric networks, we then increased or
decreased the local connection strength in one region while we decreased or increased
the strength of the connection from the other region into this region so as to keep
the total connection strength in the network constant. These changes in the effective
connectivity did not affect the network firing rates (Fig. 3(a)). This means that even
though the activity observed in two regions is similar, the architecture of the two
regions need not be symmetric. Instead, it is the total strength of incoming local
and inter-regional connections that determines the firing rate within an area.

Likewise, when the firing rate in two unconnected regions is not the same,
adding an inter-regional connection can still lead to similar spiking activity in
the two regions (Figs. 3(b)–3(d)). Interestingly, this indicates that one effect of
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Fig. 3. Similar spiking activity in the two networks does not imply that the network is symmet-
ric. (a) Mean firing rate in the pyramidal cells coding for the stimulus (“Mnemonic”) and in the
inhibitory cells (“Inhibitory”) in the vsWM network during maintenance changes only slightly when
the local connections in one area are exchanged for inter-regional connections. The cartoon networks
highlight the cases corresponding to the different rows in Fig. 1. P represents the parietal region and
F the frontal. The black arrows in the cartoon networks indicate the connection whose strengths
were varied. Connections entering the IPS were unchanged. (b–d) Two dysfunctional networks can
stabilize each other. (b) The SFS region has pyramidal-to-pyramidal connections with mean con-
nection strength 1.2mS/cm2, which is too low to sustain stable persistent activity. (c) The IPS
region has pyramidal-to-pyramidal connections with mean connection strength 1.5 mS/cm2, which
is too high to sustain stable spontaneous activity. (d) When the two networks were interconnected,
they started to function, and activity was similar in the two regions.

inter-regional connections might be to stabilize activity patterns in the vsWM net-
work. Figures 3(b) and 3(c) shows two networks that are dysfunctional, one with too
strong recurrent connections for stable spontaneous activity and one with too weak
recurrent connections for stable memory activity. When the networks were inter-
connected, both spontaneous activity and memory activity in these lopsided net-
works were now stable, and activity in the two regions was very similar (Fig. 3(d)).
In conclusion, a simple comparison of population activity from electrophysiologi-
cal recordings in two areas is not sufficient to distinguish between networks with
different effective connectivity between the IPS and SFS.

3.2. The vsWM network has a “fronto-parietal” effective

connectivity

3.2.1. DTF analysis of vsWM-related EEG activity

To investigate a possible fronto-parietal connection asymmetry, we measured EEG
from children performing a vsWM task (Fig. 4). Figure 5 shows the power spectra
of EEG activity during a baseline period and during full memory load from the
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Fig. 4. vsWM test. Cue presentation/delay : Gray circles were presented sequentially for 1 s with
0.5 s delay periods between presentations. Response: After all cues had been presented, the subjects
had to respond by clicking in the right order in the squares where the circle had appeared in the
same order.

Fig. 5. Power spectra during baseline (1.0 s to 0.5 s before the first stimulus) and maximal
vsWM load (the last two delay periods). (a) Electrode F3. (b) Electrode F4. (c) Electrode P3.
(d) Electrode P4.

electrodes (P3, P4 and F3, F4) monitoring IPS and SFS activity. Consistent with
earlier studies [41–45], we observed that the spectral power during full vsWM load
was larger than or equal to the power during the baseline condition. DTFs in the
P → F direction, the F → P direction as well as the net fronto-parietal DTF,
(DTFP→F−DTFF→P), were calculated for electrode pairs F3 ↔ P3 and F4 ↔ P4 in
the θ, α, β and γ frequency bands (defined in the Methods section) during both full
vsWM load and baseline. To isolate vsWM-related DTF, our results were analyzed
statistically using a random effects ANOVA model implemented in a general linear
model which included the baseline and vsWM conditions. DTF was significantly
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Fig. 6. DTF in different frequency bands for electrode pairs F3 ↔ P3 and F4 ↔ P4 during
baseline (1.0 s to 0.5 s before the first stimulus) and maximal vsWM load (the last two delay
periods). (a) vsWM – baseline DTFF→P. (b) vsWM – baseline DTFP→F. (c) vsWM-related
DTFP→F−DTFF→P. (d) DTFF→P for vsWM and baseline. (e) DTFP→F for vsWM and baseline.
(f) DTFP→F − DTFF→P for vsWM and baseline. (c–e) Black: vsWM. Gray: baseline.

stronger during vsWM than baseline from F4 → P4 in the θ and α frequency bands
(P < 0.05) (Fig. 6(a)), whereas no significant effect was found in the connection from
P4 → F4 (Fig. 6(b)). A significant increase in fronto-parietal net DTF during vsWM
(DTFP→F −DTFF→P < 0) was found in the F3 ↔ P3 pair in the β band and in the
F4 ↔ P4 pair in the α band (P < 0.05) (Fig. 6(c)). Note that the DTF results were
similar across all electrodes and frequency bands although statistical significance was
only observed in some cases (Figs. 6(a)–6(c)). DTFs were also calculated during
conditions baseline and vsWM only without comparison (Figs. 6(d)–6(f)). In all
frequency bands, DTFF3→P3,DTFF4→P4,DTFP3→F3,DTFP4→F4 were significantly
larger than zero in both conditions, and the differences DTFF3→P3−DTFP3→F3 and
DTFP4→F4 − DTFF4→P4 were significantly smaller than zero for both conditions.

3.2.2. Computational analysis of relation between connectivity and DTF

To study the relationship between effective connectivity and DTF as well as how
the DTF is affected by biophysical factors, we calculated the DTF from model
simulations. Simulated LFP power, coherence spectra and firing rates from the two
regions during baseline, cue presentation and WM delay are shown in Figs. 7(a)–(d).
Generally, the firing rate was higher during the vsWM delay condition than during
baseline, and higher still during cue presentation (Fig. 7(a)). This was also true
of LFP power (Fig. 7(b)) and inter-regional coherence (Fig. 7(c)), and neither the
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(a) (b)

(c) (d)

Fig. 7. Simulation of vsWM-related EEG signals. (a) Average firing rates across all cells for net-
works with 70% NMDA and with different degrees of asymmetry during rest, WM delay and
cue presentation in the two regions. Inter-regional connection asymmetry was varied from −100%
to +100%, where ±100% means that all inter-regional connections go in one direction, and 0%
means that connections are equally strong in both directions. Rates are independent of the degree
of inter-regional asymmetry, except that frontal firing rates during cue presentation to the IPS
increase with the degree of inter-regional asymmetry. (b) Summed spectral power for the same net-
works as in (a) was higher during delay than rest and higher still during cue presentation. During
cue presentation to the IPS, power in the frontal region was higher in more parieto-frontal networks.
Apart from that frontal power increases with the degree of inter-regional asymmetry during cue
presentation to the IPS, no dependency of the power spectra on the degree of asymmetry is seen.
(c) Coherence for the networks as in (a) shows the same pattern as the power spectra, having the
smallest coherence at rest and larger coherence during vsWM delay and cue presentation as well as
not depending on inter-regional connection asymmetry except for during cue presentation to IPS.
(d) Effect of NMDA ratio on power spectrum appearance. Delay-phase power (thick solid lines) is
larger than resting-phase power (thin, dashed lines) in the γ band for all values of the NMDA ratio.
Error bars indicate the sample standard deviation (n = 12 simulations for each data point).

firing rate, nor the LFP power or coherence, showed any dependence on inter-regional
asymmetry except during cue presentation to the IPS only. During that condition,
the firing rate in the IPS was increased by the incoming cue [black line in Fig. 7(a)].
The elevated activity in IPS in turn caused an increase in the firing rate in SFS, an
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effect which was stronger when IPS → SFS connection strength was high. Although
the shape of the spectrum is quite dependent on the NMDA (N -methyl-D-aspartic
acid) ratio (the percentage of recurrent excitatory connections that are of the NMDA
type), the γ power is relatively stronger during delay compared to baseline and
during cue presentation compared to delay for all tested values of the NMDA ratio
[Fig. 7(d)], as has been found in previous studies on WM [41–43]. This is also in
line [46, 47] with the increased fMRI signal during WM delay in both experiments
and in simulations in this model [14]. From this analysis, we therefore conclude that
neither the power spectra, firing rate or the coherence can indicate the degree of
IPS–SFS connection asymmetry.

In contrast to the computational model, where all activity originates from local
neuronal circuits in IPS and SFS, experimental EEG measurements contain vsWM-
related activity originating largely in the IPS–SFS network (found at both high
and low frequencies) and activity involving other structures as well, for example the
thalamus (found mostly at low frequencies). In addition, EEG measurements also
include activity from surrounding brain tissue unrelated to the vsWM task. There-
fore, a close comparison of the power spectrum generated from the model and the
experiments is expected to reveal both similarities and dissimilarities. Indeed, the
spectral power is higher during full vsWM load than baseline in both the model and
experiments [cf. Figs. 5 and 7(d)]. Yet, this difference is much larger in the model,
which most likely reflects the fact that the model only includes vsWM-related cells,
whereas the majority of cells contributing to the experimentally recorded EEG are
unrelated to any vsWM function causing a smaller effect in the EEG power spectra.
The overall shape of the spectrum is also different between model and experiment.
Most EEG activity in experiments is concentrated in the lower frequency bands
(θ, α), whereas the activity in the model is mostly found in higher frequencies
(β, γ) [cf. Fig. 5 and Fig. 7(d)]. Again, this difference between model and exper-
iment was to be expected, because activity in higher frequency bands is thought
to be generated mostly by local circuit mechanisms, whereas activity in lower fre-
quency bands are generated both locally and globally (involving, for example, the
thalamus). This means that the model cannot be expected to predict DTF in lower
frequency bands, since that activity could have been caused by mechanisms not
incorporated in the model in addition to those in the model. It is important to
bear in mind, however, that although the model cannot predict the DTF at lower
frequencies, it does not mean that the local mechanisms explored in this study
do not contribute to the DTF. More research is needed before conclusions can be
made regarding the mechanisms behind the DTF changes in lower frequency bands,
since the mechanisms behind low frequency oscillations in the brain are far from
being understood.

The lack of dependence between asymmetry and power spectra, firing rate and
coherence means that they cannot be used to investigate inter-regional asymme-
try. Instead, we calculated the DTF during WM delay, cue presentation and base-
line in a network where the internal structure (the number of cells, types of ion
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(a) (b)

(c) (d)

Fig. 8. Mean DTF averaged across oscillation frequencies for the networks in Fig. 5. (a) Net
parietal-to-frontal flow increases with connection asymmetry for all task phases except for rest in
networks with 70% NMDA. For “symmetric” networks, net flow is zero unless a cue is presented
to the IPS, in which case the DTF is shifted to more positive values; (b) Parietal-to-frontal flow
increases with connection asymmetry; (c) Frontal-to-parietal flow decreases with connection asym-
metry. From (b) and (c) is apparent that the increased net flow during cue presentation to IPS is
caused by decreased frontal-to-parietal flow rather than increased parietal-to-frontal flow. (d) As
the NMDA ratio is varied from 30% to 100%, the slope of the DTF decreases. Error bars indicate
the sample standard deviation (n = 12 simulations for each data point).

channels, NMDA ratio, etc.) of the two regions was identical [Figs. 8(a)–8(d)]. The
DTF accurately described the connectivity such that “parieto-frontal” networks
have more positive DTF values and “fronto-parietal” networks have more negative
DTF values [Fig. 8(a)]. During WM delay, baseline and the presentation of a cue to
both regions, the DTF is simply a multiple of the degree of asymmetry in the net-
work, whereas cue presentation to the IPS results in a more parietal-to-frontal DTF.
Although the magnitude of the DTF is dependent on the NMDA ratio [Fig. 8(d)], the
general relationship between connectivity and DTF is not. However, as the NMDA
ratio approaches 1, the DTF goes to 0, presumably because the extremely long time
scale of the NMDA channels causes the network to desynchronize.
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Comparing the results of the computational model to the experimental results,
we see that the experimentally observed negative value of the net DTF (DTFP→F−
DTFF→P < 0) was found in the “fronto-parietal” network only (first row in Fig. 1).
Note however, that not even the DTF of the “fronto-parietal” network behaves
exactly like the experimentally observed DTF: the experimental DTFP→F is not
different from zero, whereas DTFP→F during vsWM is always larger than during
baseline in the model. This difference is most likely due to the very low activity
in the model pyramidal cells during baseline. In theory, fronto-parietal asymmetry
should be measurable and similar regardless of activity level (compare, for instance,
the delay and flat cue conditions in the model (Figs. 7 and 8)), but with the pyra-
midal cells silent during baseline, the two regions are effectively isolated from each
other. However, this is a limitation of the model and baseline activity in vsWM-
related cells is higher in experiments [40]. So if we believe that DTF calculated from
vsWM network activity during baseline and vsWM should give the same results in
experiments, why then do we perform a comparison to baseline? This is because
the experimentally measured activity contains both activity in the vsWM network
and activity in other adjacent local circuits. During vsWM delay, the activity in the
vsWM network is higher and thus represents a larger proportion of total network
activity. Therefore, a comparison to baseline activity makes sense in the experiments
although it does not make sense in the model. Finally, note that the comparison to
baseline in the experimental case only informs us that the vsWM network has a
more “fronto-parietal” net DTF than the surrounding brain networks active dur-
ing baseline but is inconclusive about the network structure. By only considering
the experimental DTF during baseline [Fig. 6(d)–6(f)], we observe that the baseline
network has a “fronto-parietal” net DTF, suggesting that the isolated vsWM net
DTF is also “fronto-parietal”.

For the simple case when the two regions are identical, the DTF is related to
connection strength in a simple fashion. However, it is not clear how to interpret
DTF data when the two regions are asymmetrical. There are at least two differ-
ences between SFS and IPS suggested by the preceding analysis of the simulated
and experimental data that could affect the relationship between effective connec-
tivity and DTF, namely the NMDA ratio in inter-regional connections and γ-band
power. An inspection of experimental power spectra indicates that parietal power
was about 2.5 times lower than frontal power in the range from 30 Hz to 55 Hz
(γP/γF = 0.38), something that could have been caused by SFS–IPS differences in
the intra-regional NMDA ratio, since more AMPA (α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid) leads to stronger high-frequency fluctuations (although
there are several ways in which γ band activity can be changed). To test the effect
of lower parietal synchronization, we started with a “reference” network with an
NMDA ratio of 70% and lowered parietal γ power by increasing the intra-regional
NMDA ratio of the IPS to 85%. Figures 9(a)–9(d) shows power spectra and DTF
of the resulting network (“intra”) and the reference network. In comparison with
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(a) (b)

(c) (d)

Fig. 9. The effect of a SFS–IPS difference in NMDA ratio on DTF. DTFs were calculated from
a symmetrical reference network with NMDA ratio 70% (“Reference”, cf Fig. 6), a network with
85% NMDA in IPS intra-regional connections (“Intra”) and a network with 85% NMDA also in
the connection from IPS to SFS (“Intra+ Inter”). (a) Frontal and parietal power spectra. The
frontal power spectra of the three networks are almost identical, whereas the parietal power spectra
are lower for the “Intra” and “Intra+ Inter” networks. (b) DTF as a function of asymmetry. (c)
Frontal to parietal flow of information (d) Parietal to frontal flow. Error bars indicate sample
standard deviation (n = 12 simulations for each data point).

the reference network, the “intra” network has a flatter DTF curve that crosses the
zero line at −25% or −50% asymmetry (“fronto-parietal” networks). The discrep-
ancy between the DTF and the connection strength in the network seems to be
caused primarily by a lower DTF from SFS to IPS, although the DTF for the con-
nection from IPS to SFS also decreased [Figs. 9(c)–9(d)]. We next tested whether
an increased inter-regional NMDA ratio (“Intra + Inter”) would affect DTF mea-
surements. We therefore increased the NMDA ratio in the SFS → IPS connection
to 85%. This caused the DTF curve to flatten out further, but the position where
the DTF was zero remained at −25% or −50%. The main effect of the two fronto-
parietal asymmetries on the DTF curve was therefore that they cause moderately
“fronto-parietal” networks to produce DTFs of zero. This shows that the interpre-
tation of the DTF without taking biophysical factors into account can lead one
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to reach erroneous conclusions regarding network effective connectivity. Comparing
simulated and experimental DTF, it is clear that only “fronto-parietal” networks
had DTFs commensurate with the experimentally measured DTF. We therefore
conclude that the working memory network is “fronto-parietal”.

3.3. The vsWM network has a “hierarchic” structure

Even though the analysis thus far suggests a “fronto-parietal” organization between
IPS and SFS, we cannot yet determine how visual stimuli (including distracters)
enter the vsWM maintenance network, i.e. if the network is hierarchic or flat (Fig. 1).
For this purpose, we studied the distractibility of the “symmetric” model network
as a function of the inter-regional effective connection strength (Fig. 10). Distracters
were modeled as cue stimuli entering the network during the delay period at a dif-
ferent angle than the original stimulus. Total connection strength was fixed, and
hence, so was the spiking activity in the network (cf. Fig. 3). According to Sakai
et al. [15], inter-regional correlations of neural activity as measured with fMRI (a
sign of inter-regional connection strength in this model [14]) are correlated with
improved resistance against distraction, even when total neural activity is constant.
This is indeed the case when stimuli enter the IPS only. However, when stimuli
enter both regions with equal intensity, stronger inter-regional connections do not
offer protection against distraction (Fig. 10). The fMRI data from Sakai et al. [15]
therefore support the dorsal stream hypothesis. We can conclude that the compari-
son between experiment and simulation regarding distracter processing supports the
“hierarchic symmetric” network in Fig. 1.

Fig. 10. Distractibility as a function of effective connection distribution. The fraction of inter-
regional to total pyramidal-to-pyramidal effective connection strength was varied in the model
while total effective connection strength was kept constant. Distractibility was measured as the
minimal stimulus amplitude (mS/cm2) needed to cause the network to lose memory of the position
of the stimulus in at least one region. When distracters entering both regions were equally strong,
distractibility was not dependent on the connection distribution (solid line). When distracters only
entered the IPS, then more effective inter-regional connections offered a stronger protection to
distracting stimuli (dash-dotted line). Note that when distracters entered the IPS only, the average
intensity required to distract memory activity was approximately doubled, since only one distracter
was presented.
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3.4. “Fronto-parietal” networks protects against visual distraction

The importance of the SFS–IPS connection for distractibility indicates that asym-
metry in this connection could also affect network distractibility. Although we have
just concluded that the vsWM maintenance network of healthy adults is “fronto-
parietal”, it is possible that the vsWM network of people with good and poor
vsWM could have a different effective connectivity. We therefore varied the degree
of asymmetry of the effective inter-regional connection strength in the model and
measured distractibility. Figure 11 shows, that for the hierarchic networks, the
“fronto-parietal” network is more resistant against distraction than the “symmetric”
or “parieto-frontal” networks. If the IPS were to be distracted, a low IPS → SFS
connection strength protects against the distraction of the SFS. Further, a strong
SFS → IPS connection protects the IPS from being distracted in the first place. Con-
versely, if the IPS → SFS connections are the strongest, then the network is even
less resistant to distraction than the “symmetric” network. Therefore, this shows
that SFS–IPS asymmetry affects working memory performance and indicates a way
to redistribute inter-regional connections in order to increase the resistance against
distraction.

3.5. Conclusion

In conclusion, we found one configuration of the network that could explain not
only the experimentally obtained value of the directed transfer function of EEG
activity during the delay period, but also the experimentally observed protection
against distracters offered by effectively stronger inter-regional connections. This
was the “hierarchic fronto-parietal” network in Fig. 1, into which cue and distracter
stimuli enter only through the IPS, and in which the SFS → IPS connection was
stronger than the IPS → SFS connection. The protection against distraction offered
by stronger SFS–IPS connections was due to SFS activity stabilizing activity in IPS
challenged by distracters. Hence, it was primarily stronger SFS → IPS connections

Fig. 11. Distractibility in the hierarchic network as a function of asymmetry in the SFS-IPS
connection. Distractibility was measured as in Fig. 8. Strong SFS → IPS connections and weak
IPS → SFS connections endow the network with higher resistance to distracters, whereas if con-
nection strengths are reversed, then the network becomes more distractible. Squares indicate 10%
inter-regional connection strength of total strength, stars 20%.
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that protected against distraction, whereas stronger IPS → SFS led to poorer dis-
tracter resistance. The model therefore predicts that a difference in the asymmetry
of the vsWM network could be found in people with different vsWM performance.

4. Discussion

In this study, we determined the effective connectivity of the fronto-parietal vsWM
network, and whether differences in effective connectivity have functional conse-
quences for vsWM mnemonic stability. To study this problem, we employed a new
approach, where we used a biophysically-based computational model to analyze
EEG data collected during the performance of a vsWM task. Recently, we used the
same method successfully to causally relate developmental changes in the structure
of the fronto-parietal vsWM network during childhood to changes in brain activity
and vsWM capacity [10]. Although others have also used biophysically based models
for the analysis of large-scale brain activity measured with fMRI, positron emission
tomography or EEG [48, 49], these studies have not specifically investigated the
role of biophysical factors on calculations of effective connectivity. Using our inte-
grated approach, we determined that the vsWM network is asymmetric with stronger
SFS → IPS connections than IPS → SFS connections. Next, we performed model
simulations to show that visual stimuli enter the vsWM network via the IPS only.
Having thus found that a “hierarchic fronto-parietal” network best fits experimen-
tal data, we performed additional model simulations to understand the mechanism
whereby the SFS–IPS connection protects against distraction. We demonstrate that
this effect is mostly caused by strong SFS → IPS connections, whereas IPS → SFS
connections have the opposite effect on resistance against distracters.

By using the biophysically-based model to test the effect of biophysical factors
on the DTF, we showed that the interpretation of the DTF is not trivial when the
structure of the underlying network is not well specified. It is well known that corre-
lations between activity in different brain regions can be driven by an external brain
region, and in case the external region is not included in the model, spurious con-
nections between the two brain regions can arise (see e.g. [18]). Here, we show that
even in the simple case of a two-region network, it is not straightforward to draw
conclusions about the effective connectivity if the biophysical characteristics of the
model are not well specified. By taking into account the effect of inter-regional differ-
ences in γ band activity and possible differences in the NMDA ratio of inter-regional
connections on the magnitude of the DTF, we reached the unintuitive conclusion
that a symmetric DTF between the SFS and IPS can be caused by an asymmetric
“fronto-parietal” network. Our approach is extendable in the sense that if additional
differences in biophysical properties between the SFS and IPS are identified, they
can easily be incorporated and analyzed according to the scheme outlined in the
present study.

To the best of our knowledge, the effective connectivity of the vsWM network
has only previously been studied by Babiloni et al. [16]. They found no difference
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between SFS → IPS and IPS → SFS DTF during the delay period, as opposed to
the fronto-parietal network found in our task. There could be several reasons for this
discrepancy. First, there is a difference in tasks between the different studies, mainly
in difficulty level, where Babiloni only used a WM load of one item, which only poses
minimal demands on WM. Future studies on the effect of load on directionality
could therefore be of interest. Second, the conclusions from Babiloni et al. [16] could
be modified by the computational analysis performed in the present study. Given
that the frontal/parietal γ power ratio is about the same in their study as in ours,
our computational analysis indicates that a “fronto-parietal” network produces the
symmetric DTF found in their study, in which case the two studies arrive at the
same conclusion. This further underlines the utility of a combined computational and
experimental approach when studying the relationship between network structure
and function.

Sakai et al. [15] demonstrated that inter-regional correlations were important for
the ability to resist distraction. Here, we show two ways by which strong connec-
tions can stabilize vsWM. For “hierarchical” networks, which we concluded represent
actual vsWM network connectivity better than “flat” networks, stronger inter-
regional connections protect against distraction (Fig. 10). This turned out to be
because the SFS → IPS connection helps stabilize mnemonical activity in the IPS
(Fig. 11). On the other hand, the IPS → SFS connection seemed to destabilize mem-
ory activity by allowing distracters to reach the SFS. In addition to the importance
of effective connectivity for distracter resistance, we also found that two networks
which on their own could not maintain stable spontaneous or mnemonic activity
could do so when they were interconnected (Fig. 3). There are two implications
from this. First, if one of the regions is afflicted with disease or injury, then mem-
ory activity in that region may be stabilized by the activity in the other region,
which would not have been possible had the network contained only one region.
Second, and possibly more importantly, it limits the understanding we can hope
to get from studying just one part of a network at each time, as is done in most
neurophysiological experiments.

The results in Figs. 10 and 11 could also be obtained by adjusting the height of
the connection curve J+ of the IPS → SFS and SFS → IPS connections (data not
shown). This is an example where a change in effective connectivity (a functional
measure) is achieved without a change in total connection strength (a structural
measure), and is in line with the conclusions from our previous study [14], where
the increased connection strength between active cells in the network, regardless of
whether it was caused by a change in total connection strength or J+, led to higher
inter-regional correlations and mean network spiking activity and thereby increased
ability to resist distraction.

With regard to the conclusion that the vsWM is hierarchical, it should be noted
that the time it takes for IPS to activate SFS in the model, hundreds of mil-
liseconds [Fig. 2(d)], may appear somewhat long. In single cell recordings, Chafee
and Goldman-Rakic [27] observed a non-significant trend that cells in area 8 a are



December 29, 2007 11:23 WSPC/179-JIN 00170˙web

Connection Asymmetry Regulates Distractibility 587

Fig. 12. Time lag of activation of the SFS is a function of the NMDA ratio of the excitatory
connections. The higher the AMPA ratio, the shorter is the lag in activation of the SFS. Ten
simulations were done with the “symmetric hierarchical” network for each NMDA ratio. A sigmoid
function was fitted to the population activity of each region. The region was considered to be
activated at the time when the fitted sigmoid function had reached 80% of its maximal value. Error
bars indicate sample standard deviations.

activated a mere 11 ms after cells in area 7 ip, whereas Halgren et al. [50] did not
observe any difference at all in an EEG study in humans. Even when decreasing the
NMDA ratio to shorten this time, one cannot obtain such short activation times
(Fig. 12). This indicates that the SFS is not activated by the IPS only but that the
two regions are simultaneously activated by other visually responsive neural popula-
tions. However, even if there exists a weak connection from lower visual areas to the
SFS, our results regarding the relation between fronto-parietal connection strength
and distractibility (Figs. 10 and 11) unambiguously show that the major flow of
information into the SFS goes via the IPS.

Addressing the biological plausibility of the computational model, we have
assumed that the dominant interaction between the two regions is mediated by their
pyramidal cells. This assumption is most likely an oversimplification since excitatory
cells could make long-range connections to inhibitory cells. However, since the net
effect of SFS–IPS connections is primarily excitatory [41], the relationship between
distractibility, connectivity and the DTF is most likely not different from what we
found in our analysis, unless there is a large difference between the IPS → SFS and
SFS → IPS connections in the proportion of long-range synapses onto inhibitory
interneurons. There is ample biological evidence justifying our assumption that
the vsWM maintenance network to a first approximation consists of the IPS and
the SFS.

A further assumption in this study is that the vsWM maintenance network
consists of only the IPS and the SFS [9, 27, 51, 52]. Based on this, the DTF con-
nectivity analysis was performed on the electrode pairs F3 ↔ P3 and F4 ↔ P4.
However, it is well known that several regions of the brain are active during the
vsWM delay period, and they could affect our results by acting as hidden nodes
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leading to spurious connections in the experimental analysis. Most importantly, we
cannot exclude subcortical structures such as the mediodorsal nucleus of the thala-
mus as constituting a major pathway of crosstalk between the IPS and SFS. Such
subcortical structures are especially likely to affect the results of the DTF in the
lower part of the frequency spectrum. Other methods are needed to probe the effec-
tive connectivity to subcortical structures.

In this study, we have proposed one mechanism based on fronto-parietal con-
nection asymmetry, whereby the stability of vsWM activity can be improved, and
have compared simulation results to experimental data. Naturally, this mechanism
is only one of several mechanisms which work to improve vsWM stability. In a
previous study, we have shown that increases in total connection strength lead-
ing to increased firing rate also stabilizes vsWM activity [14]. In that article, an
increase in the SFS–IPS connection strength was identified as the mechanism lead-
ing to improved working memory during childhood, but other mechanisms, such
as a change in the frontal network input-output curve [53] or cellular bistability
[54], making the memory state a stronger attractor, would also lead to improved
vsWM (without necessarily increasing neuronal firing rates). In a companion study
of the same data set, we investigated the effect of distraction on brain activity
in children and adults [55]. That study found that distracters cause activation in
occipital areas and IPS in both children and adults, but that distracter-related
activity in the SFS was found only in children. The consistent activation of IPS
in both groups supports the hierarchical network configuration found in this study.
The present study also indicates that the decreased distractibility in adults in that
study could be partially caused by a shift towards a more ”fronto-parietal” type of
effective network connectivity. However, since there was a simultaneous increase in
total connection strength [14], the effects of a redistribution of connections without
increased total connection strength cannot be determined from that data. Inter-
estingly, in both the study by Olesen et al. [55] and Sakai et al. [15], higher dis-
tracter resistance was associated with higher activity in the dorsolateral prefrontal
cortex. It seems that the dorsolateral prefrontal cortex dynamically modulates inter-
regional connection strength. It will be of great interest to understand the mecha-
nisms whereby the dorsolateral prefrontal cortex exerts its influence on the SFS–IPS
connection.

One could conjure up many possible differences between the internal structure
of the SFS and IPS by changing the internal connectivity and biophysical prop-
erties within the two brain regions. The conclusion drawn in this paper that the
vsWM network is “fronto-parietal” could therefore be modified by future knowl-
edge regarding the biophysical characteristics of IPS and SFS. Our computational
modeling analysis has exposed the complexity of the problem of making inferences
regarding cortical connectivity from indirect measures of brain activity such as EEG
and fMRI, and this in itself is a step forward from drawing conclusions directly
from the DTF (or other analysis methods). We have identified two factors which
affect the relationship between the effective connectivity and the DTF, namely the
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internal oscillatory behavior of the studied brain regions and the NMDA ratio of
the connections between them. Experiments should be conducted to identify the
NMDA ratio and the contributions of the relevant neural populations to the EEG
oscillations. To truly solve the connectivity puzzle, however, a more principled and
comprehensive approach should be employed where one tries to combine as much
information as possible about the factors that affect network activity. This would
involve collecting the most informative data types and evaluating that data with
analysis methods taking the complexity of the data into account. For example, intra-
cranial spiking and LFP recordings from several cortical and subcortical locations
could be combined with a computational model incorporating up-to-date knowledge
about the relationship between spiking and LFP activity based on the biophysical
characteristics of each region. Based on the mechanistic model, a suitable non-linear
statistical model could then be designed to evaluate hypotheses. With this approach,
model predictions could also be validated by perturbation analyses, such as cool-
ing [41], pharmacological blocking or electrical stimulation. In the long run, such a
comprehensive approach could end up being the fastest and cheapest way to solve
the complex problem explored in this study.

The following predictions concerning the relationship between effective connec-
tivity and distractibility could be tested experimentally under different conditions:
(i) stronger inter-regional effective connectivity (in particular SFS → IPS connec-
tions) should cause higher resistance against distraction; (ii) stronger maintenance-
related activity in the IPS should also cause higher distracter resistance, since stimuli
enter primarily along the dorsal stream; (iii) distracter resistance should be corre-
lated to the product of SFS activity and SFS → IPS connection strength, since
the influence of SFS activity on IPS activity during distraction is related both to
its magnitude (the more supporting activity, the better) and to the SFS → IPS
connection strength (the stronger the connection, the larger the influence of SFS
activity in the IPS).

Appendix. Supplemental Methods

A.1. Neurons

The pyramidal cell model was taken from Tegnér et al. [32]. It is of the Hodgkin-
Huxley type and is biologically realistic insofar as it reproduces neuronal input-
output curves and the shape of axonal and dendritic spikes measured in cortical
slice experiments [56, 57]. The shape of the input-output curve is perhaps the most
important factor for determining the stability of low mnemonic activity in the net-
work [53], the other one being the slow dynamics of the NMDA channel [58]. The
robustness of the model was assessed in Edin et al. [14], where synaptic locations
were changed, dendrites were removed, and all but the Na+- and K+-ion channels
were removed without affecting the results of that study. The inhibitory interneuron
model, originally developed in [59], was exactly as in Tegnér et al. [32].
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A.2. Synapses

Pyramidal cell synapses were of the NMDA and AMPA type, interneuronal synapses
were of the GABAA type, and background activity from the rest of the brain entered
through AMPA synapses. The synapses were as in Tegnér et al. [32], except for the
following differences. All differential equations describing the synaptic conductances
were of first order to speed up computations [60]. This formulation is slightly differ-
ent from that in Tegnér et al. [32], but the post-synaptic currents of the synapses
were fitted to those in Tegnér et al. [32]. For the NMDA channel, such a fit can only
be optimal for one frequency, chosen to be 30 Hz, but the error across frequencies is
small.

For recurrent synapses (between cells in the network), the fraction of open chan-
nels sn

ij and the resulting synaptic current In
ij flowing from cell j to cell i through

synapse type n = {GABAA, AMPA, NMDA} were governed by the equations:

dsn
ij

dt
=

{
αn(1 − sn

ij) − sn
ij/τn, tAP ≤ t ≤ tAP + cdur

n

−sn
ij/τn, otherwise

In
ij = gijs

n
ij(Vi − En).

Here, cdur
n = 0.4, 2.0 ms, αn = 12.0, 0.3 ms−1 and τn = 10, 2, 100 ms, respectively, and

tAP is the time of arrival of a spike. τn is the decay time constant of synapse type n.
αn and cdur

n were chosen to achieve an optimal fit to the synapses in Tegnér et al. [32].
They are closely related to the channel opening rate and duration of transmitter in
the synaptic cleft, respectively, but values might deviate slightly from values in
the literature due to the reduction of the differential equations to first order. The
connection strength from cell j to i, gij , is described in the Network architecture
subsection below.

Recurrent excitatory synapses were a mix of NMDA and AMPA synapses.
Connection strengths were tuned to obtain an NMDA ratio of 85% (85% of the
total recurrent excitatory current in the network during memory maintenance was
through NMDA channels) unless stated otherwise. We define the NMDA ratio x

as the time average during vsWM maintenance of the NMDA current to total
recurrent excitatory current, or equivalently, the ratio of charges, rC . The exper-
imental value of rC was calculated from data from Watt et al. [61], as follows.
For both channels, we assume a double exponential model for the synaptic current,
ISYN = exp{−t/τRISE}−exp{−t/τDECAY}. For the AMPA channel, τDECAY = 3.1 ms
and the 20–80% rise time = 0.8 ms, experimentally. To achieve this rise time, we set
τRISE = 1.4 ms. Experimental values for the NMDA channel were τDECAY = 150 ms
and the INMDA peaked after 15 ms. To achieve this peak time, we set τRISE = 4ms.
With these values, the ratio of peak currents rI = INMDA/IAMPA = 3.09, and the
ratio of total EPSC charge rC = CNMDA/CAMPA = 86.13, giving a conversion factor
k = 27.8 from rI to rC . In [61], the ratio of peak currents rI = INMDA/IAMPA = 0.23,
so the NMDA ratio, i.e. the charge ratio, rC = krI = CNMDA/CAMPA = 6.4, or
CNMDA/(CAMPA + CNMDA) = 86%.
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A.3. Network architecture

The vsWM model was composed of a frontal and a parietal region, each consisting
of 128 pyramidal cells and 32 inhibitory interneurons. Each pyramidal cell encodes
an angle θ in the visual field. The connection strength of pyramidal cell j onto
pyramidal cell i in populations x and y (either frontal or parietal pyramidal cells)
and coding for stimuli at angles θi and θj was gij = g(θj−θi) = GxyW (θj−θi), where
W (z) = J+ + (J+ − J−) exp{−z2/2σ2}. Gxy is the mean connection strength from
region y to x. By g(z), we denote the connection curve (Fig. 2(b)). W (x) describes
the shape of the connection curve. The total area under W (x) is kept constant by
adjusting J− to accommodate for changes in the peak J+ and standard deviation
σ of the connection curve. This means that we can increase J+ and decrease σ in
simulations without changing the total connection strength between cell populations
x and y. All other connections in the network followed a flat distribution (x and
y not both pyramidal cell populations). In all simulation experiments, the network
regions were connected only through their pyramidal-to-pyramidal cell connections.
Intra-regional connections were instantaneous while there was a delay in the inter-
regional connection of 8 ms, based on measured SFS–IPS conductance velocities of
16.7 m/s [33]. The regions were interconnected by starting with two single-region
networks and then adding synaptic connections between their pyramidal cells while
simultaneously lowering the pyramidal-to-pyramidal synaptic connection strength
within each region in order to maintain stable delay activity. The following network
connection parameters were held constant in the simulations: Gpf,if = Gpp,ip =
1.02 mS/cm2; Gif,pf = Gip,pp = 1.16 mS/cm2; Gif,if = Gip,ip = 0.65 (if and ip signify
frontal and parietal interneuron populations); GX,if = GX,ip = 0.006 mS/cm2 (X
denotes synapses from the rest of the brain); GX,pf = GX,pp = 0.026 mS/cm2; σ =
0.2. In most simulations of the symmetric network, Gpf,pf = Gpp,pp = 1.21 mS/cm2,
and Gpp,pf = Gpf,pp = 0.10 mS/cm2 and J+ = 3.2.

Parameters in the two regions were chosen to be identical to one another, moti-
vated by studies in monkeys, where the activities in areas 8a and 7 were found to
be indistinguishable [27, 41], as well as by the similar retinotopy of the intrapari-
etal cortex frontal retinotopy [62]. Recently, this retinotopy has been confirmed in
humans with fMRI in both SFS [63] and IPS [64, 65].

The existence of reciprocal SFS–IPS connections has been established in previous
studies [66]. In this work, we have made the more specific assumption that there
exists a monosynaptic reciprocal connection between the persistently active layer
II/III cells in IPS and SFS that we model. Such connections seem to exist from
both SFS to IPS [67] and IPS to SFS [62].

Even though the conclusions of this study do not hinge on the exact values of
the intra- and inter-regional connection strengths, these values were chosen so that
spontaneous and memory activity would be stable both in the presence and absence
of the intra-regional connections, as has been seen in vsWM experiments involv-
ing cortical cooling (which presumably almost abolishes activity, [41]) in behaving
monkeys [41]. This fact imposes an upper bound on the inter-regional connection
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strength, because if the combined intra- and inter-regional connection strength is
too high or too low, the stability of the spontaneous or mnemonic activity is lost.

A.4. Simulation protocol

After an initial transient of 0.5 s during which recordings were discarded, a 3 s inter-
trial interval resumed. Thereupon, a 0.5 s, 1 µA/cm2 cue current was introduced into
8% of the pyramidal cells of both modules. A 12 s delay period then followed, and
lastly, a 0.5 s, −3µA/cm2 current was given to every pyramidal cell in the network
to end mnemonic activity. To test network stability, 0.15 s perturbing signals were
given simultaneously to both modules at a 180◦ angle from the cue.

A.5. Software

All simulations were performed with the NEURON simulator using the backward
Euler algorithm with a time step of 0.02 ms. Model code can be downloaded from
NEURON’s ModelDB (http://senselab.med.yale.edu/senselab/modeldb/). Output
from the model was analyzed in MATLAB 6.5.
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